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Just Forget About It
Lessons from the Frontiers of Machine Unlearning



Foundation models have become incredibly successful at generating high quality 
text and images due to being trained on massive web-scale datasets and 

scaling up the size of these models



Safety concerns of these models have become an important to address as these 
models and their APIs have become publicly available and widespread



Finetuning Filtering

Combinations of alignment via finetuning and filtering are often used to address 
safety issues







Alignment and filtering are often insufficient

Ball, Sarah, et al. "On the Impossibility of Separating Intelligence from Judgment: The Computational Intractability of Filtering for AI Alignment." arXiv preprint arXiv:2507.07341 (2025).



Machine Unlearning
• Machine unlearning, originally 

proposed by the privacy community 
to address GDPR compliance


• Now there are many different use 
cases for “unlearning”:


• Privacy: Removing user specific 
data and compliance with GDPR


• Legal: copyright, NCII / CSAM


• Safety: bioweapons, 
cyberattacks, toxicity



How do we define and evaluate 
unlearning?



• Gold standard — retrain models from scratch without data / information 


• This is infeasible for foundation models due to their scale



Unlearning for Privacy & GDPR

• Exact Unlearning


• My unlearning algorithm exactly reproduces the model I would have gotten 
if I retrained from scratch
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indistinguishable from the retrained model with high probability
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Unlearning for Privacy & GDPR

Model retrained without datapoint x Updated model from my unlearning algorithm



Unlearning for Privacy & GDPR

How statistically indistinguishable are the two distributions over the possible models



Unlearning for Privacy & GDPR

The likelihood that this guarantee holds

• Approximate Unlearning


• The distribution over models from retraining from scratch and my 
unlearning algorithm should be “close”
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• Legal:


• Current evaluations for copyright are based on curating prompts and evaluating whether 
models reproduce copyrighted content


• In reality, fair use which is what matters for copyright and unlearning is an inherently 
difficult concept to formalize


• Safety:


• We curate a set of QA pairs and completion prompts for specific domains like 
bioweapons and assess whether performance is close to random


• Measuring general concepts and capabilities is difficult and this overestimates 
performance



Other Metrics
• We care not only about unlearning performance but also other metrics such 

as:


• Overall model accuracy on remaining data


• Efficiency of the unlearning algorithm 


• It should be much faster than retraining from scratch


• It should require less memory than retraining from scratch



How do we efficiently and provably 
perform approximate unlearning?

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.



Problem Setup

• Assume my loss function is strongly convex (i.e. linear and logistic regression)


• Start by training my model to minimize the above loss with some smooth or 
non-smooth regularizer (can be  or )ℓ2 ℓ1

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.



Baseline: Retrain from Scratch

• My baseline and gold-standard for unlearning would be to retrain my model 
without the datapoint that I want to unlearn


• This gets prohibitively expensive even for smaller models

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.



Our Approach: Influence Function

• How do the optimal parameters change if I upweight a single point by an 
infinitesimal amount?

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.



Our Approach: Influence Function

• How do the optimal parameters change if I upweight a single point by an 
infinitesimal amount?


• The infinitesimal jackknife (IJK) / influence function measures this 
instantaneous rate of change

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.



Our Approach: Influence Function

• Putting this all together we can update our original model to produce an 
approximate unlearned model


• We prove that this model satisfies -unlearning and reduces performance 
at a rate of the number of deletions / total number of data set points

(ϵ, δ)

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.



Results:  Logistic Regressionℓ2

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.

Our method results in significant speed improvements over retraining and prior 
baselines while maintaining the same performance



Results:  Logistic Regressionℓ1

Suriyakumar, Vinith, and Ashia C. Wilson. "Algorithms that approximate data removal: New results and limitations." Advances in Neural Information Processing Systems 35 (2022): 18892-18903.

We extend both the theoretical guarantees and empirical success to non-smooth 
regularizers using a proximal version of the IJK



Challenges in Scaling IFs for Unlearning in LLMs
• Theoretical guarantees hinge on strong convexity which controls how far the 

minimizers between the original and the retrained model are


• Computing inverse Hessian vector products can be quite expensive


• We can’t evaluate against the ground truth



How can we be sure we’ve 
unlearned concepts in foundation 
models without guarantees?

Suriyakumar, Vinith Menon, et al. "Unstable unlearning: The hidden risk of concept resurgence in diffusion models." ICLR 2025 Workshop on Navigating and Addressing Data Problems for Foundation Models. 2024.



How should we address this for broad 
concepts in image generation?



Concept Unlearning
• One class of algorithms that have been proposed to efficiently remove information 

from T2I diffusion models is concept unlearning


• Concepts are simply text representations of information we want to remove


• E.g. “cat”, “dog”, “Harry Potter”, “Jennifer Aniston”


• Goal: Remove “information” related to the concept from the weights


• Techniques: 

1. Finetuning (ESD, SDD, SalUn, MACE, EraseDiff)


2. Closed-Form Edits (UCE, MACE)


3. Saliency / Attribution Based Edits (SalUn, SHS)



T2I Diffusion Models

Cross-attention weights act as a gate for propagating prompt information into image generation process



Does Concept Unlearning Work?

Concept unlearning works pretty well while maintaining utility



What happens when we fine-
tune after unlearning?







Finetuning on unrelated celebrities results in concept resurgence









It can even happen incidentally where unlearned concepts  
reappear in benign prompts



Why does Resurgence Occur?

• We identify two contributing factors by analyzing a diffusion model with a 
linear score function:


1. Gradient Subspace Overlap - how much similarity is there between the 
subspace of the gradients of the forgotten concept and the subspace of 
the gradients of finetuning data 

2. Curvature Sensitivity - Even when this overlap is small, the model can 
be primed for resurgence if the curvature in the directions of the forgotten 
subspace is low



Evaluating Unlearning in Foundation Models is Difficult

• In the absence of formal guarantees, verifying whether a concept has been 
unlearned is difficult


• Input space evaluations often provide a false sense of success that is only 
apparent after finetuning


• Currently an open question in the field on how to effectively evaluate the 
erasure of abstract concepts, especially when we can’t parameterize all the 
data that represents these concepts


• Also perhaps what we’re really interested in for some applications is 
guarantees on output suppression (i.e. the probability of outputting unsafe 
content is simply incredibly low)



How do we bring together the 
effectiveness of unlearning with 
the efficiency of filtering?

Suriyakumar, Vinith M., Ayush Sekhari, and Ashia Wilson. "UCD: Unlearning in LLMs via Contrastive Decoding." arXiv preprint arXiv:2506.12097 (2025).



Can we address some of these impossibilities with a new 
type of unlearning?

Ball, Sarah, et al. "On the Impossibility of Separating Intelligence from Judgment: The Computational Intractability of Filtering for AI Alignment." arXiv preprint arXiv:2507.07341 (2025).



Unlearning in LLMs
• Finetuning based algorithms have been the dominant approach thus far


• Problem Setting:


• Suppose we have a forget dataset  we want to unlearn and a retain 
dataset  we want to maintain performance on


• Goal: Produce a model that is approximately close to the retrained model

Dforget
Dretain
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• Finetuning based algorithms have been the dominant approach thus far


• Problem Setting:


• Suppose we have a forget dataset  we want to unlearn and a retain dataset  
we want to maintain performance on


• Goal: Produce a model that is approximately close to the retrained model


• This has involved formulating a loss that has two components one for each dataset


• Gradient Ascent + Retain Loss: Maximize the expected loss on  and minimize the 
expected loss on 


• Negative Preference Optimization: Maximize DPO loss on  and minimize the 
expected loss on 
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Existing Issues

• Difficult to fully capture a concept via the input space given its exponential nature


• DPO variants can be very computationally expensive at a large scale (e.g. past 
13B)


• Produce completely incoherent responses



What if we had access to much 
cheaper proxy models?
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Inference-time unlearning via contrastive decoding



Evaluation
• Investigate the utility of this approach compared to finetuning approaches on two 

unlearning benchmarks:


• TOFU: 200 synthetic authors are introduced via finetuning


• Look at Forget 5% and Forget 10% of authors


• MUSE News: BBC News articles after 2022 are introduced via finetuning


• Look at forgetting all articles from 2022 onwards


• Metrics:


• Forget Quality: Compares the unlearned model’s likelihood of producing the correct 
answer to QA pairs to the retrained model giving a p-value


• Model Utility: Compares the performance on unrelated QA 



Inference-time unlearning can almost simulate the retrained model  
while also improving utility



Inference time unlearning boosts performance even when substituting clean 
surrogates with approximately unlearned models



First study to be able to scale unlearning to Llama2-70B on limited resources



Unlearning for Backtesting LLMs?
• Waiting for “vintage” frontier LLMs which are pretrained up to a specific data 

may take too long


• Similarly using finetuning based unlearning may be too computationally 
expensive for fine-grained backtesting


• Can we produce much smaller proxy “vintage” LLMs that can be used to 
simulate the “vintage” frontier LLM at inference time?


• A key question is how do we parameterize all of the data that represents the 
information to prevent lookahead bias?


• Just removing all data after a cutoff date may be insufficient


• Lots of exciting problems to think about here!



Rohan Alur Ayush Sekhari Manish Raghavan Ashia Wilson

Thanks to my great collaborators!



Takeways
1. Provable and efficient unlearning is possible in classical settings. These 

techniques can be used for LLMs without guarantees


2. We need to improve our evaluations of unlearning for LLMs and diffusion 
models because current methods can be undone via benign finetuning


3. Inference-time unlearning could provide a useful middle ground for 
applications where I need to repeatedly unlearn


4. There are lots of interesting questions to tackle to apply unlearning for 
backtesting in both classical and modern LLM settings


